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1. Introduction 
1.1. Background  
 

In conversation, listeners are sometimes faced with trying to interpret erroneous
utterances such as ‘Nobody can’t say we weren’t fair’ or dialectal variants such 
as ‘There’s four of them’. Anecdotally, it seems that we can do this easily in our 
first language (L1) and, with some attainment of proficiency, can also do so in 
our second-language (L2). However, less is known about how these skills 
develop: How do we learn to process utterances non-literally? In the current 
study, we examine this question by comparing how L1 English speakers and 
proficient L1 Spanish-L2 English speakers process and interpret anomalous 
utterances. In so doing, this study addresses open questions regarding how L1 
and L2 speakers deal with conflicting linguistic cues in comprehension. 

Two frameworks provide a set of proposed mechanisms by which 
individuals can understand speech non-literally. These are the noisy channel (e.g. 
Gibson, Bergen, & Piantadosi, 2013; Gibson et al, 2017; Levy, 2008) and good-
enough processing frameworks (e.g. Christianson, Hollingworth, Halliwell, & 
Ferreira, 2001; Ferreira, 2003). The notion behind both frameworks is that since 
the goal of speech is typically to communicate a message from a speaker to a 
listener, listeners often interpret anomalous or unpredictable utterances non-
literally, inferring what was likely to be intended rather than strictly sticking to 
what was actually said. Under the noisy channel framework, non-literal 
inferences are drawn by mentally comparing observed utterances to others that 
are more likely and differ minimally in terms of insertions/deletions of sounds or 
letters; under the good-enough processing framework, non-literal inferences are 
drawn from heuristics or biases about likely words, structures, or events. In 
either case, by relying on expectations about the likelihood of words and 
structures in language, listeners are provided resilience in the face of produced 
errors, noise in the system, and any unknown dialectal variants, making 
communication robust across speakers and situations. 

An implication that follows from both non-literal processing frameworks is 
that L2 speakers may differ from L1 speakers in processing: both frameworks 
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rely on expectations about others’ speech. Furthermore, other L2 processing 
frameworks suggest that L1 and L2 speakers may differ fundamentally in how 
utterances are processed. This means that an examination of non-literal 
processing in the L2 informs how anomaly processing develops and provides 
insight about how L1 and L2 processing might or might not fundamentally differ.  
 
1.2. Non-literal Processing in the L1 and L2 
 

Three related but distinct frameworks provide hypotheses for how non-literal
processing might operate differently in the L1 and L2. 

One possibility, derived from the noisy-channel and good-enough processing 
frameworks, is that L1 and proficient L2 speakers might process anomalies 
differently due to their different sets of expectations about utterance likelihood, 
leading to differences in online and offline processing. Under this hypothesis, 
more non-literal inferences are expected for L2 than L1 speakers because L2 
speakers have a less-precise noise model due to their reduced experience with 
the language (e.g. Futrell & Gibson, 2017). A potential consequence of this 
during online processing is that alternate parses of utterances may be more 
compelling, causing L2 speakers to receive more interference from locally-
plausible cues that are not compatible with the literal sentence structure. 

Another possibility is that L2 processing might be inherently shallower and 
more non-literal than L1 processing, which would also lead to differences in 
online and offline processing. This hypothesis has been discussed in the 
literature as the Shallow Structure Hypothesis (SSH, see Clahsen & Felser, 
2006). Shallow processing leads to a qualitative difference in the outcomes and 
trajectories of processing for L2 and L1 individuals: for example, when 
processing semantically implausible sentences, L2 learners overuse semantic 
heuristics, vs literal syntax (e.g. Lim & Christianson, 2013). The prediction here 
is that L2 speakers will be more likely to process utterances non-literally, 
regardless of whether they are anomalous. In addition, a strong version of the 
SSH suggests that individuals may be less able to revise their interpretation of 
an utterance’s structure, leading to less attention to locally-plausible cues. 

A third possibility is that L2 processing might be inherently resource-
intensive, but is not qualitatively different than L1 processing. A recent 
framework (Cunnings, 2017) has attributed a number of L2 processing 
phenomena to working memory difficulty. The proposal is that given that the 
words, structures, and morphology of the L2 are, by definition, less well-
rehearsed than those in the L1, they may be harder to retrieve from memory. The 
resulting memory burden of processing in the L2 then may lead to more reliance 
on recent cues and an increase in non-literal inferences. As the fundamental 
underlying processing mechanisms remain the same for L1 and L2 speakers, the 
implication is that L1 and L2 speakers should show highly similar processing 
strategies, with similar amounts of attention to referents but that L2 speakers 
may be slower to switch attention away from a referent once attention has been 
allocated to it due to retrieval difficulty and increased overall interference. 
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The current work tests these hypotheses by examining how subject-verb 
agreement anomalies are processed and understood by proficient L2 speakers of 
English. We ask whether L2 speakers differ from L1 speakers in the rate of non-
literal inferences about agreement or in incremental agreement processing.  
 
1.3. Subject-Verb Agreement 
 

We examined subject-verb agreement as it shows a large amount of variability
in production and comprehension: errors and anomalies in agreement are 
frequently observed in real-world speech, yet such anomalies have also been 
shown to be relatively easy to process. The pattern in production is that 
fragments with a singular head and plural local noun like “The key to the 
cabinets” are often completed with a plural verb (1a), instead of the canonical 
completion (1c). This pattern obtains in English (e.g. Bock & Miller, 1991) and 
in Spanish (e.g. Vigliocco, Butterworth, & Garrett, 1996). In processing, 
sentences containing agreement-anomalies are read with no apparent slow-down 
for items like 1a vs 1c (Wagers, Lau, & Phillips, 2009). Similar patterns are 
elicited from proficient L2 speakers of English in production (Nicol & Greth, 
2003; Jackson, Mormer & Brehm, 2018) and processing (Lim & Christianson, 
2015). This suggests that L1 and proficient L2 speakers of English process 
subject-verb agreement similarly: plural cues increase the production of plural 
agreement and reduce the cost of processing ungrammatical plural verbs. 
 
1a. The key to the cabinets literally *were on the table 
1b. The key to the cabinet literally *were on the table 
1c. The key to the cabinets literally was on the table 
1d. The key to the cabinet literally was on the table 
 

For L1 readers, the ultimate interpretation of agreement anomalies has also 
been explicitly tested. The finding is that sentences containing plural cues on 
local (non-subject) nouns or on verbs often lead to a non-literal interpretation of 
the head number, such that 1a-c all lead to the non-literal inference that the head 
was keys and not the literal key (e.g. Patson & Husband, 2016; Brehm, Jackson, 
& Miller, 2018). The question we ask in the current work is how non-literal 
interpretations of subject-verb agreement arise for L2 speakers, and how this 
informs the time-course and mechanisms of non-literal processing. We compare 
L1 Spanish-L2 English speakers to an L1 English group tested in an earlier 
experiment; the results of this L1 group appear in the following section. 
 
1.4. Incremental L1 Agreement Processing 
 

In earlier work (Brehm, Jackson, & Miller, in prep), we presented individuals
with four-image arrays consisting of single and plural versions of the head and 
local nouns. We tracked participants’ eyes while they viewed these images and 
listened to sentences like 1a-d. After listening to the sentence, participants 
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selected which image matched the subject of the sentence. This provided us with 
an offline measure of interpretation and an online measure of processing. 

We showed that, as in Patson and Husband (2016) and Brehm et al (2018), 
non-literal interpretations of head number (key ! keys) were more common if 
the sentence contained plural local nouns and/or anomalous plural verbs (e.g. 
1a-c). Non-literal interpretations also decreased through the course of the 
experiment, especially for sentences containing plural verbs. This shows the 
quick adaptation of L1 speakers to this type of anomaly. 

For sentences interpreted literally, we also examined the fixations made to a 
non-literal version of the head differing in number (‘keys’). This indexes 
whether participants were considering an alternate parse of the sentence at 
various points during processing, even when the participant ended up 
interpreting the sentence literally. Mirroring the offline interpretation data, we 
showed that both types of number cues—plural nouns and anomalous plural 
verbs—led participants to fixate a plural version of the head noun (‘keys’). In 
the time window starting 200 msec from verb onset, there was a significant main 
effect of local noun type, such that sentences with plural local nouns (1a, 1c) 
elicited more fixations to the non-literal head. In the time window starting 700 
msec from verb onset, there was a significant main effect of verb type, such that 
sentences with plural verbs (1a, 1b) had more fixations to the non-literal head. 
Fixations to the non-literal head also decreased throughout the course of the 
experiment in both regions and the region beginning 200 msec from the onset of 
the noun, providing evidence for L1 participants’ adaptation to anomalies. 

These data show that when processing agreement, L1 English speakers
consider a version of the head noun differing in number if any noun or verb 
inflections mismatch the head. This leads to more non-literal interpretations and 
to increased attention to a non-literal version of the head after hearing nouns and 
verbs with plural inflections, even when the sentence was interpreted literally. 

 
1.5. Current Study 
 

The current study assesses whether these observed patterns replicate among
proficient L1 Spanish-L2 English speakers. All accounts suggest that L2 
speakers are likely to have a higher rate of non-literal inferences than L1 
speakers. This might be because of a more variable noise model (under the 
noisy-channel theory or good-enough processing), because of a reliance on 
shallow cues (under the SSH), or because of memory difficulty. 

What is diagnostic, however, is the comparison of online processing across
L1 and L2 speakers who have successfully interpreted an utterance literally. One 
version of the noisy-channel theory predicts that L2 speakers might be more 
distracted by local cues, leading to more attention to locally-plausible cues. In 
contrast, if L2 speakers form a shallow parse of the input, one prediction would 
be that they are unable to revise their initial interpretation. This might mean that 
on trials where the utterance was interpreted literally, L2 speakers will show less 
attention to the plural version of the head than L1 speakers. Finally, if L2 
speakers deploy representations more slowly than L1 speakers, as suggested by 
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a memory deficit framework (e.g., Cunnings, 2017), then the L2 group may 
show attention to alternate referents at later time windows than L1 speakers, 
even when the sentence is ultimately interpreted in the same way. In addition, 
memory deficits may lead L2 speakers to have more trouble inhibiting 
competing cues, which would lead to more attention to the non-literal head. 
  
2. Method 
2.1. Participants 
 

Data were collected from 33 individuals recruited from the Pennsylvania State
University community via message boards, international student groups, and 
word-of-mouth. Participants were paid $15 in exchange for participation. Four 
individuals were excluded for patterning as early bilinguals, and one was 
excluded due to eye-tracking calibration difficulty. The 28 remaining 
participants were native speakers of Latin American Spanish, ranged in age from 
19 to 38 (M=23.8) and had normal or corrected-to-normal vision and hearing. 
Demographic data can be found in Table 1. 
 
Table 1. Demographics of participant sample. SD in parentheses. 

Age M=23.8 (4.6) 
Range 19-38 

Level of Education At least some college: 17 
At least some graduate: 11 

Reported native language Spanish (100%) 

% English use during typical day M=39.1% (27.5%)  
Range 4-98% 

English Proficiency (MELICET) M= 81% (12%) 
Range 58-98% 

English Age of Acquisition M= 7.4 (3.8) 
Range 4-15 

Years of English M= 15.7 (5.1) 
Range 7-27 

 
2.2. Materials and Design 
 

The 48 critical items were all taken from previous work (Brehm et al, in prep).
Items had a singular head and the number of the local noun (singular/plural) and 
verb (singular/plural) were crossed to make four versions of each item, as shown 
in sentences 1a-d above. Critical items were paired with 60 filler items, 32 of 
which contained semantically-odd ‘Without’ blends (as described in Brehm et al, 
2018; Frazier & Clifton, 2015). The remaining 28 filler items used datives, 
began with numerals, and contained embedded relative clauses. 
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Critical and filler items were recorded by a female speaker of American 
English from the Washington DC area. Critical item recordings were cross-
spliced before the anomalous verb in order to match versions of the item for 
acoustic content up until the point of the anomaly, such that items like 1a and 1c. 
as well as 1b and 1d, began with identical recordings.  

All items were paired with a grid of four colored line drawings compiled 
from stimulus databases (Duñabeitia et al, 2017; Rossion & Pourtois, 2004), 
public domain sources (Wikimedia Commons, Pixabay, and Flickr), created 
using Pixton.com, or drawn by the first author. The image grid for critical trials 
always contained one image of a single token of the head noun, one image of 
two tokens of the head noun, one image of a single token of the local noun, and 
one image of two tokens of the local noun (see Figure 1). Filler items used 
images of cartoon people, indoor and outdoor locations, animals, and objects.  

Critical items were assigned to 16 lists using a Latin square design such that 
the four versions of the items were equally represented in a list and so that the 
target image was equally likely to appear in each screen location. Within a list, 
items were presented in a fixed pseudo-randomized order with an equal number 
of items of each condition assigned to each of four blocks, and with no more 
than two critical items (and no two critical items in the same condition) adjacent.  

 

Figure 1. Sample image array for sentence 1. 
 
2.3. Apparatus and Procedure 
 

Participants were instructed to listen to recorded sentences and to select the
image from the array on the screen that best matched the subject of the sentence. 
The concept of ‘Subject’ was defined with the statement: “The subject of the 
sentence is the do-er of an action or the thing that is being described”. 

Trials began with a fixation target in the middle of the screen; participants 
clicked on this to start the trial. Next, the image array appeared for 1500 msec, 
which served as preview time. Then, a recorded sentence was played over the 
computer speakers, which lasted between 2213 and 3495 ms. Finally, 
participants used the mouse to select the image that matched the sentence 
subject; they were given an unlimited amount of time to do so. An orange box 
appeared around the selected image and remained for 2000 msec.  
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The eye-tracking experiment was run using Experiment Builder on a Dell 
PC with a 21 x 11.5 inch monitor and an EyeLink 1000 Plus Desktop in remote 
mode (sample rate 500 Hz) that was 20 inches in front of the computer monitor. 
Participants were seated 20 inches in front of the camera. Images appeared in 
ports, defining the experimental interest areas. These were 6.75 inches x 5 
inches, spaced 2.75 inches apart horizontally and 1.5 inches apart vertically.  

After running the eye-tracking experiment, participants completed a 
language background questionnaire and the MELICET English proficiency 
exam (used with permission from Blattner, 2007). They were then debriefed and 
given the opportunity to ask questions. The session lasted about 75 minutes.  

 
2.4. Analysis 
 

All analyses were conducted using R (version 3.3.3, R Core Team, 2017) using
the package lme4 (version 1.1-13, Bates, Maechler, Bolker, & Walker, 2015). 
Analysis of subject selections used a logistic regression on the odds of selecting 
a non-literal target object (an object other than ‘key’). In this analysis, predictors 
were Local Noun (singular, plural, contrasts of .5, -.5), Verb (singular, plural, 
contrasts of .5, -.5), and Trial Number (scaled and centered). In this model, no 
interaction was entered between Local Noun and Verb due to the few non-literal 
responses in Singular Local Noun, Singular Verb trials. 

The eye-tracking analysis used a linear regression on the proportion of 
fixations per person per trial to the non-literal head object (‘keys’). Separate 
analyses were done on four 500 msec time bins. These were offset by 200 msec 
from the onset of critical words (head noun, local noun, and verb), with an 
additional window beginning 700 msec after the onset of the verb. We analyzed 
only trials in which the literal subject ‘key’ was selected, reflecting the dominant 
response type. Predictors were Local Noun (singular/plural, contrasts of .5, -.5 
centered separately per region1), Verb (singular/plural, contrasts of .5, -.5 
centered separately per region) and Trial Number (linear; scaled and centered).  

For all analyses, random intercepts were included for Participants and Items 
and as many random slopes as justified by the data were included (e.g. as 
suggested by Barr, Levy, Scheepers, & Tily, 2013). Random slopes were 
removed due to non-convergence (beginning with the highest-order interactions) 
or due to correlations above 0.9 between random terms.  

  
3. Results 
3.1. Sentence Interpretations 
 

As shown in Figure 2, the dominant interpretation of all items was the literal
one (the subject was key), regardless of whether the item contained a plural local
noun or an anomalous plural verb. Non-literal interpretations (the subject was 

                                                             
1 Centering a two-level contrast is done by subtracting the mean value from each contrast.
This gives cells with unequal observations equivalent weight statistically. 
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keys) increased for sentences containing plural local nouns and anomalous plural 
verbs, with the most non-literal plural interpretations of the head noun occurring 
in the local plural noun, plural verb condition. These patterns were supported by 
logistic mixed-effect regression models (see Table 2) with significant main 
effects of local noun and verb and an interaction between the two. 

Figure 2. Non-literal subject-verb agreement interpretations for L2 English 
speakers, split by interpretation and sentence type. L1 data from Brehm et al (in 
prep) appears in top panel for comparison. 
 
Table 2. Logistic mixed-effect regression for odds of non-literal interpretations. 

 
 Fixed Effects β SE z value p value 
Intercept -4.46 0.66 -6.70 <0.001 
Local Noun -3.67 0.91 -4.02 <0.001 
Verb -5.50 0.84 -6.54 <0.001 
Trial Number -0.12 0.18 -0.69 0.49 
Noun x Verb -3.47 1.28 -2.71 0.01 
Noun x Trial 0.18 0.25 0.72 0.47 
Verb x Trial -0.54 0.33 -1.62 0.11 
     

Random Effects  Term SD  
 Item Intercept 1.09  
  Noun 0.82  
  Verb 1.49  
 Participant Intercept 2.18  
  Noun 1.92  
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3.1.1. Comparison with L1 Group 
 

We performed omnibus analyses that compared the L2 group with a group of
L1 English speakers performing an identical task (Brehm et al, in prep) in order to
see whether L2 speakers differed quantitatively from L1 speakers. Experiment 
was added as a main effect and an interaction with all other predictors (contrast 
coded: L1= -0.5, L2=0.5).  

We observed a main effect of Experiment, such that the L2 group had more 
misinterpretations than the L1 group. We also observed a reliable interaction 
between Experiment and Trial Number, such that the L1 group tended to have 
fewer non-literal interpretations toward the end of the experiment, while the L2 
group had a constant rate of non-literal interpretations across the experiment. No 
other effects including Experiment were reliable. 

 
3.2. Fixation Patterns on Literally-Interpreted Items 
 

For all trials interpreted literally, we examined the likelihood of fixating on a
number competitor for the head noun (‘keys’) over the time-course of the trial. 
This is shown in Figure 3. We performed analyses in four time windows related 
to critical words in the sentence. In the first analysis window, reflecting 
processing from 200 to 700 msec after the onset of the head noun there were no 
significant effects (see Table 3). In the second analysis window, reflecting 
processing from 200 to 700 msec after the onset of the local noun, we observed 
an interaction between Local Noun and Verb. This was reflected in a cross-over 
interaction, such that trials with a local plural noun and a plural verb elicited 
more looks to the non-literal referent than local plural, singular verb trials, while 
trials with a local singular noun and a plural verb elicited more looks to the non-
literal referent than local singular, singular verb trials (see Figure 3). This 
pattern is likely to be due to chance, due to matching sound files across items. 
No other effects were reliable (see Table 3). 

In the regions following the anomalous verb, there were larger observed
differences in looks to the non-literal referent. In the third analysis window, 
reflecting processing from 200 to 700 msec after the onset of the verb, we 
observed a main effect of Local Noun, such that trials with a plural local noun 
elicited more looks to the non-literal referent (keys) than trials with a singular 
local noun (see Figure 3). No other effects were reliable (see Table 3). In the 
fourth region, representing processing from 700 to 1200 msec after the onset of 
the verb, trials containing a plural verb elicited more looks to the non-literal 
referent (keys, see Figure 3). No other effects were reliable (see Table 3). 
 
3.2.1. Comparison with L1 Group 
 

At each analysis window, we again ran omnibus analyses comparing the L2
group with a group of L1 English speakers performing the same task (Brehm et 
al, in prep). We again added Experiment as a main effect and an interaction with 
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all other predictors (contrast coded: L1= -0.5, L2=0.5 and then centered for all 
regions). Analyses used the same analysis windows described above. 

There were no reliable differences involving Experiment in the first two
analysis windows (reflecting the head noun and local noun). However, 
differences appeared in the later analysis windows, reflecting processing in 
response to the anomalous verb. In the third window, beginning 200 msec from 
the onset of the verb, there were interactions between Experiment and Trial 
Number, and between Experiment, Local Noun Type, and Trial Number. The 
pattern was that the L2 group tended to look more at the non-literal referent 
(keys) when the local noun was plural, especially in the later portions of the 
experiment. In the fourth window, beginning 700 msec from the onset of the 
verb, there was an interaction between Experiment and Local Noun type. The 
pattern was that in the L2 group, there was a lingering effect of local noun type, 
such that a local plural noun still led to more looks to the non-literal referent 
(keys) compared to the L1 group. There was also an interaction between 
Experiment and Trial number, such that the L1 group looked less at the non-
literal referent (keys) in trials late in the experiment, while the L2 group was 
relatively constant in their fixations the non-literal referent across trials. 

 

The key to theThe key to the cabinets literallycabinets literally were on the tablewere on the table

The key to theThe key to the cabinet literallycabinet literally were on the tablewere on the table

The key to theThe key to the cabinets literallycabinets literally was on the tablewas on the table

The key to theThe key to the cabinet literallycabinet literally was on the tablewas on the table
Local Singular, Plural Verb Local Singular, Singular Verb

Local Plural, Plural Verb Local Plural, Singular Verb
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L1 KEYS (non−lit referent) L2 KEYS (non−lit referent)

 
Figure 3. Fixations to literal (black, ‘key’) and non-literal (grey, ‘keys’) referent 
over time (zeroed to verb onset) for sentences interpreted literally. Panels reflect 
stimulus versions. Solid lines reflect L2 group: L1 group (from Brehm et al, in 
prep) is plotted in dashed lines for comparison. Vertical lines reflect average 
onsets of critical words within the sentence. Confidence bands are 95% CIs from 
a non-parametric bootstrap (1000 iterations) sampled over participants with 
replacement at 10 msec intervals. 
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4. Discussion  
 

Subject-verb agreement is often mis-produced; consequently L1 English
speakers are skilled at interpreting agreement anomalies non-literally. In the 
current work, we show that proficient L1 Spanish-L2 English speakers can 
interpret subject-verb agreement non-literally just like L1 English speakers do, 
‘listening through’ observed anomalies to derive an interpretation that was not 
literally spoken. Like L1 English speakers, proficient L1 Spanish-L2 English 
speakers are more likely to interpret utterances that contain plural non-subject 
nouns or plural verbs as if they had contained a plural head noun. Like L1 
English speakers, proficient L1 Spanish-L2 English speakers allocate attention 
to non-literal plural versions of the head noun upon encountering plural cues in 
the sentence conveyed upon nouns and verbs. 

Despite the broad similarities, there were differences in the rate of non-
literal interpretations between the two groups. This is predicted from all the 
frameworks discussed in the introduction. The L2 group had a 10% higher rate 
of non-literal inferences than the L1 group. This indicates that even for highly-
proficient L2 speakers, utterances may not necessarily mean the same thing they 
do to an L1 speaker. This is consistent with all hypotheses raised in the 
introduction, and could result from the SSH (Clahsen & Felser, 2006), from the 
conjecture that L2 speakers may have a ‘noisier’ model of the speech around 
them due to reduced experience with their L2 (Futrell & Gibson, 2017), and/or 
from a memory deficit account of L2 processing (Cunnings, 2017). 

Despite the robust differences in the rate of non-literal interpretations
across groups, it was the case that for sentences interpreted in the same way 
(literally), differences between L1 and L2 speakers in incremental processing 
were much more minimal. We found that both the L1 and L2 groups 
incrementally and probabilistically considered a non-literal interpretation of the 
head’s number after conflicting number cues appeared, with similar patterns of 
incremental processing for both groups when the same interpretation was 
obtained. This suggests that all listeners—L1 and L2 alike—consider a revision 
of a sentence’s meaning probabilistically when there is evidence to do so. The 
implication is that L1 and L2 speakers fundamentally process utterances 
incrementally using similar mechanisms. 

The general similarities between groups underscores the fact that L2
processing is quantitatively, not qualitatively different from L1 processing, 
providing evidence for the noisy-channel/good-enough processing framework 
and the memory-deficit account, as both of these accounts posit that similar 
mechanisms underlie L1 and L2 processing. However, these results do not 
support the SSH (Clahsen & Felser, 2006): The fact that similar processing 
patterns obtained for both groups when the same meaning was inferred further 
shows that proficient L2 comprehension can be equally specified, and equally 
deep relative to L1 comprehension. 

Differences in incremental processing between the L1 and L2 groups
disclose two general patterns: relative difficulty for L2 speakers in adapting 
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during the experiment and a lingering influence of competing noun number for 
L2 speakers. This supports aspects of the noisy-channel framework and the 
memory deficit account of L2 processing. First, as shown in online and offline 
measures, L1 speakers tended to adapt more within the context of the 
experiment than the L2 speakers. Consistent with the noisy-channel framework, 
this suggests that L1 speakers may have a more refined ‘noise’ model and can 
therefore more easily adapt to the language statistics in the local environment. 
We also observed that the L2 speakers were more influenced by the local noun’s 
number, and this influence persisted longer during processing. Consistent with 
the memory deficit account, this suggests that the local noun’s number either 
remained active in L2 speaker’s mental representations for longer or that it was 
more distracting, consistent with an effortful deployment of items from memory 
in the L2 (e.g. Cunnings, 2017). 
  
5. Conclusion 
 

Data from online measures of processing and offline measures of
interpretation show that highly proficient L2 speakers of English are skilled in 
processing anomalies non-literally, patterning much like L1 speakers of English. 
L2 speakers are more likely to infer a non-literal interpretation, consistent with 
the noisy-channel framework, but when the same utterance meaning is construed, 
L1 and L2 speakers process utterances incrementally in nearly the same way. 
This suggests that differences in L1 and L2 comprehension do not rely on 
fundamentally different mechanisms, but that L2 speakers rely on the same 
mechanisms deployed in a noisier system that requires more effort. 
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